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SPEC and SPEC HPG
SPEC is a non-profit corporation formed in 
1988 to establish, maintain and endorse 
standardized benchmarks and tools to evaluate 
performance and energy efficiency for the 
newest generation of computing systems.
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• OSG: Open System Group
• HPG: High Performance Group
• GWPG: Graphics & Workstation 

Performance Group
• RG: Research Group

Largest & Oldest Group
• Cloud
• CPU
• Java
• Power
• Virtual Machine
• File Server
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• OSG: Open System Group
• HPG: High Performance Group
• GWPG: Graphics & Workstation 

Performance Group
• RG: Research Group

HPC benchmarks
• MPI
• OpenMP
• Accelerator

- OpenCL
- OpenACC
- OpenMP 4.5



SPEC and SPEC HPG
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136 Organizations, including:
- 99 companies
- 37 academic institutions 



SPEC and SPEC HPG
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HPG develops benchmarks to represent high-performance computing 
applications for standardized, cross-platform performance evaluation.

31 Organizations
10 companies
21 academic 
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SPEC Benchmark Philosophy
• The result of a SPEC benchmark is one SPEC score.

– Higher is better
– Some benchmarks support power measurement

• This score is in relation to a reference machine.
– Each benchmark has its own reference machine

• SPEC (HPG) benchmarks are “full” applications.
– Including all the overhead of a real application

• SPEC harness ensures correctness of results.
– To detect “overly aggressive optimization” and tampering

• Each benchmark suite has run rules and documentation 
requirements.
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SPEC Benchmark Philosophy
Hierarchy within benchmark suits

• Benchmark suite SPEC ACCEL
• Benchmark OpenMP2012
• Dataset size Medium
• Component 550.md

Benchmarks support “Base” and “Peak” configuration
• These yield separate SPEC scores,  “Peak” runs allow for more freedom.

Base runs
• The same optimization compiler switches for all components
• The same level of parallelism
• Only portability switches allowed
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SPEC Benchmark Philosophy
Result submission:

– Obtain and install the benchmark
– Perform a valid run and describe hardware and software configuration
– Submit result for review (and publication) to SPEC HPG – 2 week review 

process
– If needed, define embargo period
– Results are published on SPEC website

A curated result repository:
– Given appropriate hardware and software…. a published result should be 

reproducible with the information available in the submission.
– Peer reviewed results are so much better than “everyone can upload a 

result”!
– The value of a benchmark suite lies in public results, their correctness and 

the ability to compare them.
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SPEC Benchmark Philosophy
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SPEC HPG Benchmarks - Pricing
• Different groups in SPEC have different policies on 

the sale of benchmarks.
• Since March 2018, SPEC HPG benchmarks are 

available free of charge to non-profit 
organizations, including universities and 
research labs.

• SPEC HPG hopes that this will encourage even 
more organizations to actively participate.
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SPEC HPG Benchmarks - ACCEL
• SPEC Accel provides a comparative performance measure of 

– Hardware accelerator devices (GPU, Co-processors, etc.) 
– Supporting software tool chains (Compilers, Drivers, etc.)
– Host systems and accelerator interface (CPU, PCIe, etc.)

• Computationally-intensive parallel HPC applications and mini-
apps

• Portable across multiple accelerators 
• Three distinct benchmarks, initially released in 2014, updated in 

2017:
– OpenCL v1.1 19 C/C++ applications
– OpenACCv 1.0 15 Fortran/C applications
– OpenMP v4.5, 15 Fortran/C applications

• Support for power measurement
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SPEC HPG Benchmarks - ACCEL
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Accel score: 3.02
Dual 20-core Power 9 @3.4 GHz

IBM AC922

Accel score: 11.9
Tesla V100, IBM 

AC922

Accel score: 2.59
Dual EPYC 7451

Accel score: 3.7
Dual Xeon Gold 6148

OpenACC: portable 
across different 

platforms
(PGI compiler)



SPEC HPG Benchmarks – OMP2012

• Follow on to SPEC OMP2001
• 14 applications Fortran/C
• Scales up to 512 threads
• Support for power measurement
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SPEC HPG Benchmarks – MPI2007

• Large and medium data set
• 13 applications in Fortran/C/C++
• Scales to 2048 MPI processes
• Power not supported
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Published Results
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Future SPEC HPG Benchmarks – MPI+X
• First hybrid benchmark, posing lots of challenges for run 

rules and metrics
– “+X” can be anything, including, OpenMP, OpenACC, CUDA, 

TBB, Kokkos, PTHREADS, …

• Search program in 2017 and 2018, benchmark creation 
in 2018 and 2019

• More than a dozen candidates submitted from 3 
continents and 6 different countries and more to come.
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Use Cases
• System, accelerator and software vendors
• Application developers
• Users and HPC centers
• Researchers
• Examples
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Use Cases – Vendors
• Marketing
• Drive benchmark development

– To utilize state of the art hardware/software features

• Internal validation suite
– Compiler
– OMP / MPI runtime libraries

• Prepare for RFPs
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Use Cases – Application Developers
• Include their application in the benchmark suite

– See results on a lot of different systems.

• Compare hardware and software stack
– Compilers
– Parallel runtimes
– Different versions of processors
– Different interconnects
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Use Cases – HPC Centers
• Include the benchmarks in the RFP process
• Use them for performance regression testing

– Hardware
– Software

• System configuration and tuning
• Power consumption
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Use Cases – Researchers
• Scalability studies
• Novel implementations of parallel runtime 

libraries
• Detailed power consumption studies
• Comparison of parallel programming paradigms
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System and Interconnect Comparison
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• BR2+ node: 
- 2x Xeon E5-2697 v2 (24C)
- Cray Aries interconnect
- Cray MPI
- Dragonfly

• Stampede2 node: 
- Xeon Phi 7250 (68C) 
- Intel Omni-Path interconnect
- Intel MPI
- Fat tree

• NEC HPC1812Rg-2 node: 
- 2x Xeon E5-2650 v4 (24C)
- Intel Omni-Path interconnect
- Intel MPI 
- Fat tree

• HPE SGI 8600 node: 
- 2x Xeon Gold 6148 (40C)
- Dual-rail InfiniBand 4X EDR
- HPE SGI MPI 
- Enhanced hypercube

Xeon Phi + Omni-Path

Xeon +Aries

Xeon + Omni-Path

Xeon + Dual InfiniBand 
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Number of Nodes

MPI2007 Medium

Stampede2 64 ranks/node BR2+ 24 ranks/node

NEC HPC1812Rg-2 24 ranks/node SGI 8600 40 ranks/node



OpenMP Performance Over Time
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HPE Superdome 
Flex (Intel Xeon 
Gold 6154, 3.00 

GHz)
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Compiler Performance Over Time
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OpenACC on CPUs and GPUs
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Devices used in SPEC ACCEL OpenACC Submissions

* Results from Version 1.2 of the SPEC ACCEL benchmark while all other results are from version 1.1.



Experimental Results OpenMP Offload
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• Cray and IBM compilers support OpenMP 4.5 offload to GPUs. We 
only had access to the Cray compiler and currently only 6 of 15 
benchmarks work!

• RPeak:   KNL-7210 2.60 TFlops
K20 1.17 TFlops Ratio: 2.2x

SPEC Score (Estimate) Speedup
Benchmarks KNL(MCDRAM) 

intel
KNL(DDR4)

intel
K20
cray 

KNL(MCDRAM)
vs K20

KNL(DDR4)
vs K20

503.postencil 1.99 0.70 1.26 1.6x 0.6x

504.polbm 3.42 0.75 0.90 3.8x 0.8x

514.pomriq 2.71 2.72 1.11 2.4x 2.4x

555.pseismic 2.83 1.06 1.43 2.0x 0.7x

560.pilbdc 8.43 1.97 4.61 1.8x 0.4x

570.pbt 27.4 20.2 18.2 1.5x 1.1x

Geometric Avg 2.1x 0.8x



HPL vs. SPEC OpenMP 2012
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• HPL vs. SPEC OpenMP 2012
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How to Contribute to SPEC HPG
• Submit results
• Join SPEC HPG
• Result review
• Test new benchmark kits on your hardware
• Help with benchmark development
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Benchmark Development Process
• Group effort, with lots of discussions
• Working with experts that are developing the 

programming model.
• Final decisions are by vote, we strive for consensus
• Technical and infrastructure work

• Find benchmark components and define run rules

• Using SPEC provided tools
• GIT, SPEC harness, “common rules”
• Websites, mailing lists, meeting venues
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Conclusion
• SPEC has been around for a long time.
• SPEC benchmarks are created and maintained by a broad 

mix of industry and academia.
• There is great value in peer reviewed results and a public  

searchable result repository.
• SPEC HPG is working on the next benchmark, targeting 

hybrid parallelism.

• Please consider joining and contributing to 
benchmark development and submitting results.

38



Thank You!
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Questions?
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